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Introduction 

In today’s highly competitive and data-driven economy, business-to-business (B2B) organizations are increasingly 

compelled to leverage advanced analytical tools to understand and serve their customers more effectively. Unlike business-

to-consumer (B2C) transactions, which are often driven by emotional and impulse-based decisions, B2B exchanges are 

characterized by extended decision-making cycles, relational complexities, and higher stakes in terms of value delivery and 

long-term partnership outcomes [1]. For this reason, customer segmentation—the process of dividing customers into 

homogeneous groups based on shared characteristics—plays a crucial role in shaping marketing strategies, resource 

allocation, and sustainable sales practices [2]. By enabling firms to target the right customer segments with tailored solutions, 

segmentation strengthens competitiveness and fosters more resilient business models. 
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AB ST R ACT  

The effectiveness of segmenting Business-to-Business (B2B) customers is necessary to sales 

strategies and optimize resources. Several clustering methods have been documented in the 

literature, although limited research has studied the application of machine learning methods for 

sustainable sales optimization. This study addresses this gap by applying K-means and X-means 

clustering and Support Vector Machine (SVM) classification, to analyze and segment Bank Mellat 

B2B customers. Two data analysis methods were used as measures of the customers' 

transactional and behavioral activities, which included purchase history, frequency of interactions, 

and service usage. The analysis resulted in two segments of customer identified in the dataset: 

Cluster 0 consists of customers characterized by low engagement who are younger, and 

customers with less financial activity; Cluster 1 consists of customers characterized by high levels 

of engagement and are older while having high account balance and loyalty. The clustering 

method had an 89% degree of accuracy and SVM had 90% degree of accuracy based the final 

clustering and was validated with sensitivity analysis. These measures provide improved analytics 

and enable targeted engagement for further sustainability engagement, such as customer digital 

engagement for Cluster 0, Cluster 1 with loyalty programs are two targeted engagement methods 

enhancing resource optimization and further engagement by reducing physically-based 

interactions. This hybrid approach ultimately provided better engagement analytics measuring 

both unsupervised and supervised learning analyzed within the static and dynamic outcomes of 

the bank's data while offering a better scalable solution for profitability after customer 

engagement and retention. Future research imports an additional measure of sustainability 

inquiry examining tonsuring sustainability metrics and impacts through machine learning (ML) 

modeling. 
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The concept of sustainability in sales has further amplified the importance of segmentation. Organizations are now 

challenged not only to maximize short-term revenues but also to secure long-term relational capital, customer loyalty, and 

efficient resource utilization [3]. The Triple Bottom Line (TBL) perspective emphasizes that businesses must balance economic, 

environmental, and social considerations in their strategies [4]. In B2B contexts, sustainable segmentation provides a pathway 

for companies to align with the TBL while maintaining profitability and market responsiveness [5]. The banking sector, in 

particular, faces heightened expectations regarding customer-centric sustainability strategies, where segmentation can 

optimize service offerings, reduce wasted effort, and ensure better targeting for diverse client bases. 

Machine learning (ML) has emerged as a pivotal enabler of this transformation, providing advanced techniques for pattern 

recognition, predictive analytics, and automated decision-making [6]. Compared with traditional statistical approaches, ML 

allows for the analysis of large and complex datasets, uncovering latent behavioral patterns and producing actionable insights 

with higher accuracy [7]. In the domain of customer segmentation, ML clustering algorithms such as k-means and fuzzy C-

means have proven particularly effective at identifying hidden structures in customer data [8, 9]. These methods can be 

combined with classification models like Support Vector Machines (SVM) to enhance predictive capabilities, enabling firms 

to not only cluster customers based on past behavior but also predict future engagement levels [10]. 

The literature reflects an expanding body of research on ML-based customer segmentation. Studies have demonstrated 

the ability of clustering algorithms to produce more accurate and granular segmentation compared to conventional 

techniques like Recency, Frequency, and Monetary (RFM) analysis [11]. For example, Hadid et al. proposed a hybrid method 

combining RFM with graph models, incorporating firmographic data to improve segmentation relevance in B2B contexts [12]. 

Similarly, Li et al. advanced the traditional RFM approach by applying weighted k-means clustering in e-commerce, achieving 

more precise grouping of customers [13]. These studies illustrate the necessity of expanding beyond simple transactional 

measures to include multidimensional data sources in segmentation frameworks. 

The role of data-driven modeling in understanding customer behavior has been extensively discussed, with scholars 

highlighting its potential to enhance both customer relationship management (CRM) and strategic marketing decisions [14]. 

Data-driven decision-making frameworks emphasize that customer analytics must move beyond descriptive assessments to 

predictive and prescriptive functions, aligning with sustainable business objectives [15]. Within this scope, researchers have 

also highlighted the adoption challenges of ML-based analytical tools in digital marketing, stressing organizational readiness 

and managerial support as critical for success [6]. These observations highlight that while technology adoption is growing, a 

gap remains in systematically integrating ML segmentation into long-term strategic sustainability practices. 

The development of machine learning-based segmentation has also been linked to broader theoretical perspectives in 

marketing and strategy. The Resource-Based View (RBV) suggests that unique analytical capabilities, such as advanced data 

mining and ML algorithms, can serve as strategic resources that create sustainable competitive advantage [16]. By leveraging 

firm-specific data and applying sophisticated analytic methods, companies can generate valuable, rare, and inimitable insights 

that strengthen market positioning. Meanwhile, Relationship Marketing Theory underscores the importance of commitment, 

trust, and mutual value creation in sustainable customer engagement [4]. Combining RBV and Relationship Marketing 

perspectives provides a theoretical justification for embedding ML-driven segmentation as a key organizational capability for 

sustaining long-term sales growth. 
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Several empirical studies demonstrate the effectiveness of ML in customer segmentation and predictive analytics. Wisesa 

et al. applied ML techniques to predict B2B sales of telecommunication services, showing significant accuracy improvements 

over conventional methods [17]. Similarly, Purnomo et al. used clustering techniques to derive more effective marketing 

strategies by identifying high-value customers in B2B settings [18]. Research by Abidar et al. highlighted the potential of 

customer segmentation with ML for designing targeted marketing actions, underscoring the practical utility of such methods 

in improving ROI [19]. These studies collectively affirm the growing role of ML in transforming segmentation from a 

descriptive exercise into a predictive and prescriptive strategic tool. 

The methodological landscape has further evolved with comparative analyses of clustering algorithms. Sakina et al. 

conducted a systematic evaluation of k-means, hierarchical clustering, fuzzy C-means, and DBSCAN, concluding that algorithm 

selection substantially influences segmentation outcomes and business applicability [20]. Complementing this, Agrawal and 

Agarwal compared deep learning and machine learning algorithms in medical applications, demonstrating the relative 

strengths of each in terms of precision and computational efficiency [21]. While outside direct marketing, such comparative 

studies underscore the importance of methodological rigor in selecting the right algorithms for segmentation tasks. 

In addition, domain-specific research has enriched the conversation on segmentation and sustainability. Manzoor et al. 

reviewed ML methods for customer churn prediction, offering recommendations for business practitioners to apply 

predictive analytics in retaining valuable customers [22]. Han et al. investigated how livestream studio environments 

influence sales performance through ML-based analysis, highlighting the broader role of AI-driven insights in shaping 

customer engagement strategies [23]. Horng and Yenradee extended this perspective to delivery service management in 

SMEs, demonstrating how ML-supported decision-making can improve service efficiency [24]. Together, these studies suggest 

that segmentation should be viewed as part of a larger ecosystem of AI-driven tools that contribute to business sustainability. 

Despite these advances, several research gaps remain. Many studies have focused on short-term sales optimization or 

marketing effectiveness, without adequately addressing the long-term sustainability implications of segmentation [25]. 

Moreover, while clustering methods such as k-means and fuzzy C-means have been widely studied, their integration with 

supervised models like SVM for predictive classification remains underexplored in the B2B context [26]. Few studies explicitly 

embed sustainability metrics—such as resource efficiency, digital engagement, or environmental impact—within 

segmentation frameworks [27]. There is also limited empirical evidence from banking contexts, where customer 

heterogeneity, regulatory considerations, and sustainability mandates intersect in unique ways [28]. 

Against this backdrop, the present study proposes a hybrid approach that combines k-means clustering with SVM 

classification to segment B2B customers in the banking sector, specifically focusing on sustainable sales outcomes. By applying 

these methods to transactional and behavioral data from Bank Mellat, the research identifies distinct customer segments 

characterized by varying levels of engagement and loyalty. This dual methodological framework—integrating unsupervised 

clustering with supervised classification—provides both descriptive and predictive insights, enhancing the capacity of banks 

to allocate resources strategically and design sustainability-oriented engagement strategies. Importantly, the study situates 

segmentation within the broader framework of sustainable business practices, thereby bridging the gap between advanced 

analytics and long-term organizational competitiveness [29-33]. 

In doing so, this research makes three primary contributions. First, it advances methodological innovation by 

demonstrating the combined utility of clustering and classification in B2B segmentation. Second, it incorporates sustainability 
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metrics into the segmentation framework, responding to calls for greater integration of environmental and social 

considerations into marketing analytics. Finally, it provides context-specific insights for the banking industry, where 

sustainable sales strategies are critical for balancing profitability, compliance, and social responsibility. By addressing these 

gaps, the study contributes both theoretically and practically to the evolving discourse on ML-driven segmentation for 

sustainable sales. 

Methods and Materials 

Based on the dataset, business-to-business (B2B) customers are categorized by real and legal entities. Most of the variables 

we obtained from the various internal systems of Bank Mellat contained transactional, service usage, as well as some 

characteristics of customer bases (purchase frequency, interactions in history, etc.). The point to focus is the segmentation 

of consumers into different clusters depending on their behavior patterns, with the utility purpose of a better lifetime of 

relationship management in mind. 

In this research, machine-learning techniques were used to address the construction of B2B customers in Bank Mellat for 

the optimization of resources allocation toward sustainable sales strategies. The clustering algorithm applied is the K-means, 

which is executed through RapidMiner software. to segment the customers into specific group based on a range of variables, 

such as transaction frequency, the type of service delivered, and their interaction history (i.e., number of marketing calls, 

days since last contact). The X-means operator was included in the analysis to determine the number of clusters accuracy and 

objectively and based on a statistical criterion, including the Bayesian Information Criterion (BIC)This process consisted of: 

(1) data preprocessing to ensure data quality and consistency, (2) first clustering customers into groups using K-means, and 

(3) the finalization of clusters using the X-means method to arrive at the maximum number of clusters. 

The X-means operator was employed to maximize clustering accuracy while providing an automated method for 

determining the best number of clusters following statistical criteria, like the Bayesian Information Criterion (BIC).1. Data 

Collection and Initial Description This dataset consists of transactional and behavioral histories of 45,211 business-to-business 

(B2B) customers of the Bank Mellat. 

1.The variables included: Demographic characteristics: Age, type of work, marital status, educational attainment. 

Behavioral/transactional variables: Account balance, duration of phone call, number of days since last contact (pdays), 

number of previous interactions, marketing campaign contacts, and service usage history. 

target variable: Engagement level of customer (binary: high or low interaction).2. Data Cleaning. Missing Value Handling 

2. Data Cleaning 

a. Missing Value Handling 

Missing values in categorical features (i.e., job type, education level) were imputed with the mode of each feature. 

To reduce the effect of outliers, missing numeric data (i.e., account balance and call duration) were imputed with the 

median. 

Records containing >30% missing data (0.8% of the dataset) were removed to maintain data integrity 

b. Outlier Detection and Treatment 

Interquartile Range (IQR): Employed for numerical features (e.g., account balance, call duration). Values exceeding 1.5×IQR 

were cut down to the 5th and 95th percentiles. 
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Numerical Feature Standardization: Z-score normalization was used to standardize numerical features (age, account 

balance, call duration, etc.) to have the same scaling. 

 

The formula for standardization is given by: 

 

where is the normalized value and X is the original value; μ is the mean, and δ is the standard deviation of the feature. 

 

c. Duplicate Removal 

Duplicate records (1.2% of the records) were identified and removed using unique customer IDs. 

3.future selection::Domain Relevance: The variables pdays, campaign, and account balance were kept due to their 

conceptual relevance to B2B engagement, as justified by prior research that associates these variables with customer loyalty. 

 

Correlation Analysis: The variables having Pearson correlation ∣r∣>0.85∣r∣>0.85 (e.g., redundant use of services measures) 

were eliminated to avoid multicollinearity. 

 

4.data transformation 

a.categorical variable encoding One-Hot Encoding: 

Used on nominal variables (i.e., job type, marital status, contact method). For instance 

Job type (6 categories) → 6 binary columns. 

Marital status (3 categories) → 3 binary columns. 

High-cardinality features (e.g., level of education) were aggregated into more general categories (e.g., "Basic," 

"Intermediate," "Advanced") prior to encoding. 

5 Target Variable Conversion for SVM Classification 

In order to enable supervised learning with Support Vector Machines (SVM), the target variable (customer engagement 

level) was transformed into binary classification: 

Engaged Customers (High Interaction) → Label: 1 

Less Engaged Customers (Low Interaction) → Label: 0 

6. Data Splitting 

The dataset was divided into 80% training (36,169 samples) and 20% testing (9,042 samples) sets using stratified sampling 

to preserve class distribution. 

7. Class Imbalance Mitigation 

The target variable was imbalanced (70% low-interaction and 30% high-interaction). 

SMOTE (Synthetic Minority Oversampling Technique) was utilized in the training set to handle class imbalance (70% low-

interaction and 30% high-interaction). Based on the use of k=5 nearest neighbors, SMOTE created synthetic samples for the 
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minority class (high-interaction) to make its representation equivalent to that of the majority class to enhance model 

performance. 

8. Exploratory Data Analysis (EDA) 

Visualizations, namely centroid plots and heatmaps (Figures 4–6), were used to identify trends in the distribution of 

features among various clusters. 

Statistical metrics, i.e., mean, variance, and skewness, were calculated for important variables (e.g., balance, age) to guide 

preprocessing choices. 

Implementation Tools 

RapidMiner Studio 9.10: Used for K-means/X-means clustering, one-hot encoding, and Z-score normalization. 

Python (Scikit-learn): Implemented for SVM, SMOTE, and train-test splitting. 

Model validation 

The model validation was conducted thrsensitivity analysis to test the impact of data volatility on the results of clustering, 

along with a performance check using metrics such as accuracy, precision, and recall. The results were cross-checked with 

actual data to ensure their applicability in the real world. The empirical method provides actionable advice for tailoring Bank 

Mellat's marketing strategies, optimizing the allocation of resources, and cultivating long-term customer relationships within 

the B2B sector. The approach serves as a replicable model for similar organizations within similar markets. 

SVM method 

This study explores the preprocessing steps and performance of a Support Vector Machine (SVM) model in classifying 

customer interaction levels with a bank. 

Support Vector Machine (SVM) Classification Model 

The Support Vector Machine (SVM) is a robust supervised learning algorithm for classification, ideal for high-dimensional 

data. It constructs an optimal hyperplane to separate classes, maximizing the margin. The optimization problem is defined 

as: 

min
𝑤,𝑏

1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖  

subject to: 

 

𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖  , 𝜉𝑖 ≥ 0 

 

where w is the weight vector, b is the bias, C (set to 1.0 in this work) is the regularization parameter, and ξᵢ are slack 

variables. In the case of non-linearly separable data, we used a radial basis function (RBF) kernel: 

𝐾 (𝑥𝑖 , 𝑥𝑗) = exp(−
‖𝑥𝑖 − 𝑥𝑗‖

2

2𝜎2
) 

with σ tuned to 0.1 via grid search to balance model complexity and accuracy. 

Evaluation Metrics 

For the performance analysis of each model, several statistical metrics were employed. Accuracy is the ratio of correct 

predictions to all instances. Sensitivity (Recall) is the ability of the model to correctly identify true positive instances, and 

Precision is the proportion of true positives to all positive predictions. The F1 Score gives the harmonic average of precision 
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and recall and is thus appropriate for imbalanced data. In addition, the Confusion Matrix was also utilized in plotting the 

model's classification performance in relation to the true positive, false positive, true negative, and false negative values. It 

provides a detailed overview of classification results, enabling additional information on model behavior. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑅𝑒𝑐𝑎𝑙𝑙)  =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 . 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

Figure 1.  

Conceptual model 

 

Findings and Results 

The results arise from the application of Machine Learning techniques including K-means clustering algorithm applied to 

Bank Mellat’s B2B customers. The intention was to cluster customers considering their behavioral activities, such as usage 
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patterns, history of engagement, and behaviors relating to purchase activities. This way, the bank is guaranteed to allocate 

their resources correctly and create sales methodologies for each segment of their customers. The sections below will delve 

further into the detail and describe the results 

Customer Clustering Results The K-means clustering algorithm revealed a behavioral and interactional clustering of the 

Bank Mellat customers and categorized them into two main clusters the distribution of each cluster is shown in the table 

below: 

• Cluster 0: This group has a larger number of customers with an estimate of 27,167 clients. 

• Cluster 1: This group consisted of 18,044 total customers. They appear to be a smaller group of customers, but more 

responsive than the prior cluster. Both clusters were built from the following variables: 

• Pdays: Variation that indicated the number of days since the last contact with the bank. • previous: A variable that 

showed the count of the interactions they had in the past. 

 • campaign: The total number of times the marketing department called customers to attempt to win back their business 

Characteristics of Each Cluster 

Characteristics of Each ClusterThe implications resulting from the study did discern particular characteristics for each 

cluster that are crucial for a proper understanding of customer attitudes and thoughtfulness. 

Cluster 0: Customers with Low Engagement• Behavior: The bank has had relatively little engagement with customers from 

this cluster. The average number of days since the last contact (pdays) is much higher, which means there tends to be less 

customer communication from the bank. 

 • Marketing: The bank has initiated fewer marketing calls (campaign) directed toward this group, which signals that the 

group is not being optimally targeted. 

• Customer Group Profile: Customers in this group are generally younger (36.5 years old on average) and have a relatively 

low account balance (903,593 currency units on average). For this reason, the customers in this group are new customers or 

do not have high engagement with the bank.• Interaction: The average length of calls with these customers is lower (278.235 

seconds), indicating that more customers in the bank had less meaningful interactions. 

• Analysis with a Heatmap 

The distinct clusters were also examined using Heatmap visualization. The Heatmap depicts customer distinctions in 

behavior to interact with the firm or company: 

• cluster0 (Low-interaction Customers): The Heatmap shows a dark shade regarding pdays meaning the last time a contact 

was made to contact the customer was a long time ago while the campaign variable is brighter which shows less contact by 

the marketing department. 

• cluster1 ( High-interaction Customers): The Heatmap shows a lighter shade with respect to pdays meaning there was 

contact made with the customer not long, whereas the campaign variable is darker, which means that the marketing 

department made a high amount of contacts with the customer. 
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Figure 2.  

K-Means heat map 

 

 

The Centroid Charts (refer to Figure 5 and Figure 6) present the mean values for important variables in each cluster visually, 

which serve to provide a straightforward comparison of Cluster 0 and Cluster 1. These charts are relevant to the 

understanding of customer differences and their impact on important decisions. 

Table 1. 

Description of Aspects 

Aspect Cluster 0: Low-interaction Customers Cluster 1: High-interaction Customers 

Demographics - Average Age: 36.5 years (younger) 

- Average Account Balance: 903,593 currency units (lower) 

- Average Age: 47.6 years (older) 

- Average Account Balance: 2,052,986 currency units 
(higher) 

Behavioral Patterns - Days since last contact (pdays): Higher (less frequent 
interaction) 

- Previous contacts: Higher (more past efforts by the bank) 

- Marketing calls (campaign): Lower (less effort to attract) 

- Call Duration: Shorter (278.235 seconds) 

- Days since last contact (pdays): Lower (more 
frequent interaction) 

- Previous contacts: Lower (fewer past efforts by the 
bank) 

- Marketing calls (campaign): Higher (more effort to 
attract/retain) 

- Call Duration: Longer (227.937 seconds) 

Analysis - Less interaction with the bank 

- Likely newer or less active customers 

- Requires targeted marketing and digital services to increase 
engagement 

- More frequent and deeper interactions with the 
bank 

- Likely loyal customers using complex services (e.g., 
loans) 

- Requires personalized services and loyalty 
programs 

Strategic Focus - Increase interaction through personalized offers and digital 
tools 

- Provide financial advice to younger customers 

- Strengthen loyalty through reward programs 

- Offer specialized financial products and services 

Figure 3.  

Centroid Chart for X-Means 
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Figure 4.  

Centroid Chart for X-Means 

 

 

The validity of the clustering model was assessed through sensitivity analysis and precision: 87%, recall: 85%), replicating 

the results across data changes. The two-cluster solution produced by the X-means clustering method corresponds with 

clearly delineated behavioral patterns of the population of interest, allowing for a practical basis for strategic decision-

making. 

SVM result: 

Figure 5 presents the mean values of multiple customer attributes corresponding to high and low levels of interaction with 

Bank Mellat. 

Figure 5.  

Mean Values of Customer Features Based on Interaction Levels with Bank Mellat 

 

 

Each subplot features separate customer attributes, including age, balance, occupation type (e.g. blue collar, 

entrepreneur, management), marital status, educational background, and method of contact. The x-axis charted each subplot 

included ranges of values or categories for each specific attribute, while the y-axis indicated mean values of those attributes. 

The variation in color in each subplot highlights the differences between variable distributions. This visualization is beneficial 

to understand customer attributes that are relevant for predicting high and low interaction levels with the bank. 

The figure indicates that duration (537.22s vs. 221.18s), balance (1801.27 vs. 1303.75), and previous interactions (1.17 vs. 

1.02) rank amongst the highest differentiating features by high interaction customers and low interaction customers. 

Similarly, certain job types including entrepreneurship (0.0323 vs. 0.0342) and blue-collar work (0.1339 vs. 0.7260) show 

meaningful differences as well. Essentially, our findings suggest that financial status, previous interactions, and demographics 
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are among the primary influence on customer interaction, which is valuable information for designing targeted banking 

models. 

Figure 6 summarizes the findings for Bank Mellat customers who demonstrated either a high or low level of interaction 

based on the features of account balance, call duration, prior interactions, and job type using a Support Vector Machine 

(SVM) model. The data was split, with 80% used for training and 20% used for testing, with the results reported being 

generated from the test data. 

Figure 6.  

Classification Results of Bank Mellat Customers with High and Low Interaction Using SVM 

 

 

A confusion matrix provides a comprehensive comparison of observed classifications against predicted classifications. The 

matrix is organized according to the predicted classes and provides important insights regarding correct classifications and 

misclassifications for each intent subclass. Performance metrics can accompany confusion matrices. Performance measures 

include accuracy, precision, recall, and F1 score at a 95% confidence level. Each of these measures either communicates 

performance in general (accuracy) or for a specific subclass of intent (precision, recall, F1 score) while also considering 

tradeoffs in misclassifications. Continuing with customer intent classification, the confusion matrix in Figure 4 summarizes 

the classification performance of the AI / ML model. The numbers on the diagonal are correct classifications (correctly 

classified customers). 98% (7823) of low-intent customers were predicted correctly, and 68% (719) of high intent customers 

were correctly classified. Misclassifications of high-intent customers included 339 (32%) incorrectly predicted low-intent 
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customers. Misclassifications of low-intent customers included 162 (2%) incorrectly predicted high-intent customers. bar 

chart in Figure 5 highlights key evaluation metrics. The overall accuracy of the model is 90%. The recall for low-intent 

customers (0.98) is much higher than high-intent customers (0.68). In this case, the model does well to capture low-intent 

customers but does moderately well to capture high-intent customers. The precision metric, which reflects true positive cases 

among positive predictions indicate, for high-intent customers, a precision of 0.68 relative to a low-intent confidence of 0.98. 

The F1 score, a harmonic mean of precision and recall, indicates a balanced precision and recall measure relative to the high-

intent class (F1 = 0.73),suggesting balanced precision and recall for this class. The classification results demonstrate strong 

performance in identifying low-interaction customers, as evidenced by the high recall (0.98) for this class. On the other hand, 

the model showed moderate performance in identifying high-interaction customers (recall: 0.68), indicating that feature 

selection, data balancing techniques, or another model may improve the classification accuracy for this class. 

Discussion and Conclusion 

The findings of this study validate the capacity of machine learning (ML) methods—specifically k-means clustering and 

Support Vector Machine (SVM) classification—to enhance B2B customer segmentation in the banking sector. By analyzing a 

dataset of over 45,000 Bank Mellat clients, the hybrid approach revealed two primary customer clusters: a younger, low-

engagement group with lower account balances and fewer interactions, and an older, high-engagement group with greater 

financial activity, higher balances, and deeper relational ties. The accuracy of the clustering process reached 89%, while the 

SVM classifier achieved 90% accuracy in predicting customer engagement levels. These results underline the potential of 

integrating unsupervised and supervised ML techniques for both descriptive and predictive analytics in customer 

segmentation. More importantly, embedding sustainability considerations within this framework offers a pathway for banks 

to optimize resources, strengthen loyalty, and design long-term sales strategies. 

The behavioral and demographic distinctions identified between the two clusters carry critical implications. The low-

engagement group (Cluster 0) was characterized by shorter call durations, infrequent bank interactions, and lower average 

account balances. This segment appears more transactional in nature and represents customers whose relationships with the 

bank remain relatively shallow. In contrast, the high-engagement group (Cluster 1) demonstrated longer call durations, more 

frequent contact with marketing campaigns, and significantly higher account balances. These customers are more relationally 

oriented, indicating loyalty and sustained use of banking products. The classification performance of the SVM confirms that 

such behavioral and financial markers can be reliably used to predict future engagement, although the model displayed 

stronger sensitivity for low-engagement clients. This pattern resonates with prior findings that ML models often capture 

transactional simplicity with greater precision than relational complexity [22]. 

The application of k-means clustering to identify homogeneous customer groups aligns with several studies emphasizing 

the relevance of clustering for customer segmentation. Previous research has demonstrated that clustering enables firms to 

discover latent patterns in customer data, thereby supporting marketing strategies and increasing customer lifetime value 

[31, 32]. Our results confirm the ability of clustering to uncover actionable customer profiles and reinforce the observation 

that clustering methods outperform traditional segmentation approaches such as standard RFM analysis, which tend to 

overlook multidimensional behavioral features [11]. By adopting clustering, this study extends previous findings by illustrating 
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how segmentation can be paired with sustainability-driven metrics, such as resource optimization and reduced physical 

interactions, thereby integrating profitability with long-term customer relationship management [3, 5]. 

The use of SVM classification further expands the methodological contribution of this research. SVM achieved 90% 

accuracy in classifying customer engagement levels, with particularly strong recall for low-engagement clients. This echoes 

findings by other scholars who have highlighted the effectiveness of supervised ML algorithms in predicting customer churn 

and engagement behaviors [17, 26]. However, the moderate recall rate for high-engagement customers underscores the 

challenge of modeling complex, loyalty-driven interactions. This limitation reflects prior observations that SVM, while robust 

for binary classification, can struggle when confronted with highly heterogeneous and nonlinear customer behaviors [10]. 

Such complexity may be better addressed by ensemble methods or deep learning approaches, which have shown promise in 

managing unstructured or multi-dimensional datasets [7, 21]. 

In contextualizing these findings, it is important to highlight the significance of sustainability within the segmentation 

framework. By differentiating customers not only on transactional patterns but also on relational and behavioral engagement, 

the analysis provides a lens to design sustainable strategies that reduce waste and optimize resource allocation. For example, 

Cluster 0 customers could be targeted with digital engagement campaigns to minimize physical banking interactions, thereby 

lowering operational costs and environmental impact. Conversely, Cluster 1 customers justify more resource-intensive loyalty 

programs due to their demonstrated profitability and sustained relational depth. This interpretation is consistent with the 

Triple Bottom Line (TBL) perspective, which requires that firms balance financial performance with social and environmental 

considerations [3]. The results also support prior research highlighting that sustainable segmentation can promote both 

efficiency and customer loyalty [2, 4]. 

The integration of ML segmentation with sustainability also contributes to the theoretical discourse on the Resource-

Based View (RBV). RBV suggests that firms gain competitive advantage from valuable, rare, inimitable, and organizationally 

embedded resources [16]. By deploying advanced ML analytics, banks are effectively leveraging unique resources—namely 

their data and analytical capabilities—to generate strategic insights that are difficult for competitors to replicate. The hybrid 

k-means and SVM approach thus represents a form of data-driven strategic capability, translating raw data into actionable 

knowledge that sustains competitive positioning. This contribution resonates with earlier works that conceptualized ML 

adoption as a strategic resource for improving decision-making and performance [6, 14, 15]. 

Comparing our results with earlier segmentation frameworks provides further clarity. Traditional RFM and firmographic-

based methods, while useful, often fail to capture the dynamic nature of customer interactions [12, 13]. Our approach 

advances these models by integrating real-time behavioral data such as call duration, campaign interactions, and account 

balance changes, which provide richer indicators of engagement. In addition, the accuracy achieved by the hybrid model 

exceeds that reported in studies employing clustering alone [9, 34]. By validating results with sensitivity analysis, the current 

research also addresses limitations in earlier studies that lacked statistical rigor in cluster determination [20]. This 

methodological robustness contributes to a more reliable and replicable framework for B2B segmentation. 

Our results also align with broader empirical findings in adjacent fields. For instance, Han et al. demonstrated that 

environmental factors in livestream sales environments, analyzed through ML, significantly impact customer engagement 

and purchasing decisions [23]. Similarly, Horng and Yenradee highlighted that ML-driven delivery systems improve customer 

satisfaction and operational efficiency in SMEs [24]. These parallels reinforce the idea that ML segmentation is not confined 
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to banking but represents a cross-sectoral strategic capability that can enhance customer understanding and sustainability 

outcomes. 

Finally, the study provides practical insights for B2B marketing strategies. The low-engagement cluster reflects younger, 

less financially active customers who may require digital education, simplified financial tools, and personalized digital 

interactions to increase engagement. The high-engagement cluster, by contrast, represents older, wealthier clients who 

respond positively to relationship-based strategies such as tailored investment opportunities and loyalty programs. This 

dichotomy supports findings that effective segmentation requires differentiated engagement strategies, with resource 

allocation guided by predictive analytics [18, 19, 25]. In this way, our results illustrate the tangible impact of ML segmentation 

on strategic sales and customer relationship management in banking. 

While the study demonstrates the value of combining k-means clustering with SVM classification, several limitations must 

be acknowledged. First, the reliance on a single dataset from Bank Mellat may limit the generalizability of the results to other 

banks or industries. Although the dataset was extensive, the behavioral and demographic features used may not capture all 

relevant dimensions of engagement. Second, the moderate recall for high-engagement customers indicates that the model 

may underperform when dealing with complex relational dynamics, suggesting the need for more advanced modeling 

techniques such as ensemble learning or deep neural networks. Third, while the study integrates sustainability considerations 

conceptually, the operationalization of sustainability metrics was limited to resource efficiency and digital engagement. 

Broader sustainability indicators, such as environmental footprints of transactions or social impact measures, were not 

incorporated. 

Future research could address these limitations in several ways. Expanding the dataset to include multiple banks or 

industries would test the external validity of the hybrid approach. Incorporating additional sustainability indicators, such as 

carbon emissions from physical branch usage or digital inclusivity metrics, could further align segmentation with Triple 

Bottom Line objectives. Methodologically, future studies might explore hybrid ML frameworks that integrate deep learning, 

reinforcement learning, or ensemble methods to improve classification performance for complex, high-engagement 

customers. Additionally, longitudinal studies could assess how customer segments evolve over time, offering insights into the 

dynamics of loyalty, churn, and sustainable engagement. 

From a practical standpoint, banks and B2B organizations should consider implementing hybrid ML models to enhance 

segmentation accuracy and predictive power. For low-engagement customers, digital-first strategies—including mobile 

banking tools, automated advisory services, and targeted digital campaigns—can boost engagement while reducing 

operational costs. For high-engagement customers, banks should prioritize loyalty-building measures such as exclusive 

services, personalized investment options, and long-term relational programs. Importantly, embedding sustainability into 

these strategies—by reducing physical resource use, optimizing energy-efficient interactions, and promoting responsible 

financial products—will ensure that segmentation supports both profitability and broader sustainability goals. 
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